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Introduction

Deploying Veeam Backup & Replication with one or more Tintri systems is straightforward. The products
are complimentary in that Veeam is a perfect fit for protecting virtualizedenvironments, and Tintri has

been designed for virtualized workloads. This document is focused on VMwae deployments protected

with Veeam that are hosted on Tintri. Three key areas of interoperability; protecting VMs hosted on a

Tintri system, using a Tintri system as a vPower NFS write cache, and using a Tintri system as a virtual lab
datastore, are examned within this document. Relevant configuration settings are called out and
explained. Recommended usage and solution limitations are highlighted where applicable.

Intended Audience

Focused on building a supported and successful data protection solution,this document targets key best
practices and known challenges. Mrtualization administrators and staff members associated with
architecting, deploying, and administering a Veeam Backup & Replication solution in conjunction with
Tintri systems are encouraged to read this document.

Prerequisites

General knowledge of and familiarity with Tintrisystemsis essential prior to architecting or implementing
a data protection solution with Veeam Backup & Replication. Similarly, prior experience and familiarity
with Veeam Backup & Replication is also recommended. For additional information about Tintri, please
visit http://www.tintri.com/. For additional information about Veeam Backup & Replication, please visit
http://www.veeam.com/.

Considerations & Limitations

Product compatibility and support matrices should bereferenced to confirm that a given configuration is
supported prior to implementation. This includes but is not limited to Tintriproducts, and Veeam
products. For Tintri support information please visithttp://support.tintri.com. The Tintri support site
requires login credentials.

Descriptions provided and examples depicted within this document are based on Tintri Operating
System version 4.3 and higher in conjunction with Veeam Bakup & Replication 9.5 update 2 and higher.

This document does not take the place of Tintri product documentation or Veeam product
documentation.

The scope of this document is is constrained to integrating Tintrisystemsinto a Veeam Backup &
Replication environment. This document is not intended as a substitute for formal Tintri or Veeam
training.

Consolidated List of Practices

The table below includes the recommended practices in this document. Click the text on any of the
recommendations to jump to the section that corresponds to each recommendation for additional
information.

1  Users experiencing high latency conditions on VMs being backed up with the Direct NFS transport
mode are encouraged to upgrade to Veeam Backup & Replication version 9.5 update 2 or higher.

1  When using the SCSI HotAdd transport mode, use a backup proxy on the same ESXi host as the VM
or VMs being protected.

www.tintri.com 5
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1  When using the SCSI HotAdd transport mode, read Veeam KB 1681 and use the
nSzjl wobjyow{ i W{ijnn\{no6 y{no =wsoz j||~{|] ~tjijoX

1 Use a 10 GbE or faster network connection with the NBD transport mode.
1 Reference the Veeam Help Center for additional detail about the use of network mode (NBD).

1  Avoid configuring overlapping backup schedules with Veeam Backup & Replication and a Tintri
shapshot schedule that takes VMconsistent snapshots of the same VM or VMs.

1  Consider using Tintri crashconsistent snapshots in cases where overlapping a Veeam Backup &
Replication schedule with a Tintri snapshot schedule cannot be avoided.

1 Do not backup VMs residing on a Tintri system to a backup repository residing on the same Tintri
system. VMs being protected by Veeam Backup & Replication should always use a backup repository
residing on a different storage device.

Architecture

Veeam Backup & Replicationis both modular and scalable. It can easily accommodate a large variety of
virtual environments and configurations. The infrastructure is comprised of components that fulfillthe
requirements necessary to perform backups, restores, replication, disaster recovery, and administration.
This section provides a basic overview of the primary components am provides insight into how they

can be deployed. This section is intended to serve as a review for experienced Veeam Backup &
Replication administrators, and as introductory information for data protection administrators that may be
deploying Veeam for the first time. If a setting is not explicitly called out as a best practice, it is being
discussed for awareness only within the context of this section.

BEE

Backup Server
Backup Proxy Rggggtory Backug 59;1 S|:aoe‘|cs>||cat|or

Figure 1- Basic Veeam Backup & Replication components

A newly deployed Veeam backup server includes by default a backup proxy, backup repository, as well
as a backup & replication console.

Backup Server

The backup server coordinates badkup, replication, recovery verification, and restore tasks. The backup
server also controls job scheduling and resource allocation. It is used to configure and manage backup
infrastructure components. It is also used to specify global settings. The backupserver includes a local
or remotely deployed Microsoft SQL Server database which stores data about the backup infrastructure,
jobs, and sessions. There is one backup server in any given Veeam Backup & Replication deployment.

Distributed deployments consisting of multiple Veeam Backup & Replication instances are
recommended for geographically dispersed environments. The Veeam Enterprise Manager is an
optional component that provides centralized management and reporting by means of a web interface
for local and geographically dispersed deployments.

Backup Proxy

The backup proxy is a backup infrastructure component. The backup proxy resides between source data
that needs to be protected and a target. A backup proxy can be installed as a standalone entity, or itan

www.tintri.com 6



be co-located with other Veeam components. The target can be a backup repository or another backup
proxy. The backup proxy processes jobs and delivers backup traffic. The backup server is the point of
control for dispatching jobs to one or more backup proxies.

A backup proxy includes a configurable setting that enforces a maximum number of concurrent tasks.
The following graphic depicts a VMware backup proxy server.

Edit VMware Proxy X

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

Server Choose server:
DPL-Veeam?.ttucs.tm.tintri.com
Traffic Rules
Proxy description:
Summary | Created by DPL-VEEAMSERVER\Administrator at 8/18/2017 11:13 AM.

Transport mode:

1Automatic selection Choose...

Connected datastores:

'Automatic detection (recommended) Choose...

Max concurrent tasks:
4 -

-

Figure 2 - VMware Proxy- Max concurrent tasks

The default limit is based on the number of CPU cores present on the proxy server, where each
concurrent task requires a single CPU core. Adding backup proxy servers to a deployment facilitates
scalability such that a higher number of simultaneous tasks can be executd, which may result in greater
aggregate data transfer rates.

Backup Repository

The backup repository is a backup infrastructure component, used by Veeam Backup & Replication to
store backups, copies of VMs, and metalata for replicated VMs. A backuprepository can be installed as
a standalone entity, or it can be colocated with other Veeam components.

Edit Backup Repository X

— Repository
— Type in path to the folder where backup files should be stored, and set repository load control options.
—

Name Location
T
ype R:\Backups
Server
ity: A Populat
= Capacity: 511.8GB
(LT W= Free space: 235.8 GB

Mount Server Load control

Running too many concurrent tasks against the same repository may reduce overall performance,

Review and cause I/O operations to timeout. Control storage device saturation with the following settings:

Limit maximum concurrent tasks to: 4 =

Apply

[] Limit read and write data rates to: > MB/s

Figure 3 - Backup Repository- Limit maximum concurrent tasks
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A backup repository includes a configurable setting that limits the maximum number of concurrent tasks.
The use of multiple backup repositories facilitates scaling such that a higher number of concurrent tasks
can be executed. The backup repository also includes an optional configuration setting that limits read
and write data rates to a user supplied value. The data rate parameter can be set as low as 1 MBf¥ as
high as 1024 MB/s.

Proxy Affinity X
Specify the backup proxies allowed to interact with this backup repositery based
on connection bandwidth considerations.

() Any backup proxy can access this repository

(® Only the following backup proxies can access this repository:

Name Select All
DPL-Veeam2 ttucs.tm.tintri.com

N Clear All
[] DPL-Veeam3.ttucs.tm.tintri.com

Figure 4 - Proxy Affinity

By default, a backup repository can be used by all backup proxies within a given é&ployment. Each
backup repository includes a configurable settingmj wwo n n _ ~ Préy affidity gnabled the jatfliy
to control which backup proxies can accessa particular backup repository. Example use cases for proxy
affinity include:

9 The use of a backup repository by a remote backup proxy can be disabled.
1 The use of a backup repository by a backup proxy connecting over a slow networkcan be disabled.

Edit Scale-out Backup Repository X

Extents

Add two or more extents (regular backup repositories) to this scale-out repository. Note that you will not be able to use added
— F'W_‘H_"j extents as standalone repositories until you remove them from this scale-out repository.

Name Bxtents:

Name Add...
Extents = )

22 DPL-Veeam2-Repository
Policy E DPL-Veeam3-Repository
Summary

Figure 5 - Scale-out Backup Repository - Extents

Scale-out backup repositories group one or more regular backup repositories into a logical entity. Within
a scale-out backup repository, regular backup repositories are listed as extents The capacity of ascale-
out backup repository is represented as the aggregate capacity of its extents. Scaleout backup
repository capacity can be expanded by adding one or more extents.

Note that proxy affinity setting cannot be configured directly on a Scale-out backup repository. Instead,
proxy affinity settings can be configured at the extent level (regular backup repository level).

Backup Infrastructure Deployment Summary

This subsection provides an overview of where Veeam components can be deployed. It also includes
considerations specific to deployment on physical machines, virtual nachines, and virtual machines
residing on a Tintri system.

Component Placement Considerations

www.tintri.com 8



Component

Placement

Considerations

Backup Server

A Windows-based physical or
virtual machine.

When virtualized, the backup
server may be deployed on a
Tintri system.

Deployment includes a default
backup proxy and a default
backup repository.

Use a backup repository that
is not hosted on the backup
server for Veeam
configuration backups. This
may enable to ability to
recover the configuration in
the event of a backup server
outage.

Backup Proxy

A Windows-based physical or
virtual machine.

The backup proxy can also be
deployed in conjunction with a
backup repository.

When virtualized, a backup
proxy may be deployed on a
Tintri system.

When the backup proxy is
virtualized, Direct NFS
transport mode backups and
restores will pass through an
ESXi host. This may increase
ESXi host resource utilization
and impact aggregate backup
and recovery data transfer
rates.

When the backup proxy is
physical, HotAdd transport
mode backups cannot be
performed.

Backup Repository

A Backup repository can be a
Windows or Linux machine. A
backup repository can be a
physical or virtual machine.

When abackup repository is
deployed on a Windows-
based machine, itcan also be
deployed in conjunction with a
backup proxy.

When virtualized, a backup
repository may be deployed
on a Tintri system.

When protecting VMs on a
given array, use a different
array or device as backup

target.

A virtualized backup
repository residing on a Tintri
system may impact other VMs
residing on the same system
when backup, recovery, and
copy jobs are being
performed.

General Options

Table 2 - Component deployment summary

Enabling parallel processing allows VMs and VM disks within a singlegb to be processed

simultaneously.

www.tintri.com



Options X

I/ Control  E-mail Settings SNMP Settings Notifications History

Enable parallel processing

Makes backup, replication and restore jobs process multiple virtual disks and
virtual machines in parallel, rather than sequentially.

[] Enable storage latency control

Define desired primary storage latency limits to ensure running jobs do not
impact storage availability to production workloads.

Configure...

Figure 6 - Options - 1/0 Controli Enable parallel processing

cso nSzjlwo |j~jwwow | ~{mo tzr® |j~jyojo~ t 0zj |l w
dialog window is accessed fromthe Veeam Backup & Replication console. The settings available within
this dialog are global in that they affect the entire Veeam instance.

Backup Job Configuration Notes

Backup jobs include storage settings that dictate backup proxy selection as well aswhich backup
repository will be used. The following graphic depicts backup proxy selection for a VMware backup job.

Backup Proxy X

Choose backup proxies servers for this job. For redundancy, we recommended to
select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current
load.
(®) Automatic selection
The job will automatically select the most suitable backup proxy server from all
available backup proxy servers.
(O Use the selected backup proxy servers only
The job will automatically select the most suitable backup proxy server from the
following list of proxy servers.

Name
[] DPL-Veeam2.ttucs.tm.tintri.com
[] DPL-Veeam3.ttucs.tm.tintri.com

Figure 71 VMware Backup Proxy1 proxy selection

cso nopje¢twij I jmve|] uf{l Il jmve|{z6X ¥cso onQaiz{ryjti t nm Oco
enables Veeam Backup & Replication to select the most suitable backup proxy. The default setting can
be overridden to use specific backup proxy servers.

www.tintri.com 10



New Backup Job X

Storage
w - Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
Lm job and customize advanced job settings if required.

Name Backup proxy:

gAutomatic selection Choose...
Virtual Machines .

Backup repository:
Storage Example Scale-out Backup Repository (Created by DPL-VEEAMSERVER\Administral v

0.99 TB free of 0.99 TB Map backup

[({(]

Guest Processing
Retention policy

SRl Restore points to keep on disk: LE I = )

Summary

Figure 8 - Backup job - backup repository selection

Backup repository selection is accomplished via a pultldown menu where a single backup repository can
be selected. It is important to understand any network hops that may exist between a given backup
proxy and the target backup repository, asthis may affect performance. Combining the backup proxy
and backup repository on the same host eliminates a network hop when a given backup job specifies
the use of both the backup proxy and backup repository residing on the same host. A potential
consequozmo {p ty| woydiz it zrn ~j 5 mnapedtional proxyjmay introduce a
single point of failure.

VMware Transport Modes

Veeam Backup & Replication supports the ability to protect VMware with three distinct transport modes.
The transport mode used for a given backup job dictates how VM data is retrieved from its source and
written to a target backup repository. The VMware vSphere StorageAPIsi Data Protection is used by
Veeam Backup & Replication for the transport modes discussed in this document. VMware vSphere
Storage APIsi Data Protection leverages VMware vSphere snapshots, which enables backup without
requiring downtime for virtual machines.

Transport mode settings are independently configurable on each backup proxy.

Edit VMware Proxy X

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

Server Choose server:

DPL-Veeam2 ttucs.tm.tintri.com

Traffic Rules
Proxy description:
Summary Created by DPL-VEEAMSERVER\Administrator at 8/18/2017 11:13 AM.
Transport mode:
‘Autcmatic selection Choose...
Figure 9 - Proxy transport mode selection
ftistz jso nSntj e\oj~o0o _~{¥!06 ntjw{r otzn{aol
\'{no® ntjw{r ®so~o0o jso | jmv¢,] | ~{ ¥, i ~Jz | {~i
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Transport Mode X

Backup proxy transport mode:

® Automatic selection
Data retrieval mode is selected automatically by analyzing backup proxy configuration
and reachable VMFS and NFS datastores. Transport modes allowing for direct storage
access will be used whenever possible.

O

Direct storage access

Data is retrieved directly from shared storage, without impacting production hosts.
For block storage, backup proxy server must be connected into SAN fabric via
hardware or software HBA, and have VMFS volumes mounted.

O

Virtual appliance

Data is retrieved directly from storage through hypervisor I/0 stack by hot adding
backed up virtual disks to a backup proxy VM. Datastores containing protected VMs
must be connected to a host running backup proxy VM.

O

Network

Data is retrieved from storage through hypervisor network stack using NBD protocol
over host management interface. This mode has no special setup requirements,
Recommended for 10 Gb Ethernet or faster.

Options

[ Failover to network mode if primary mode fails, or is unavailable

Cancel
Figure 10- Transport mode selection
Transport modes consist ofn Rt ~ 0 mj i{~jro j mmo 81 net~j¢jw j| | wt
mode includes an optional ability to encrypt data transferred between a VM host and backup proxyand
t ~0po~~o0n .VNwaie guestsreBidirg bnadintrisystem can be protected with any of the

available transport modes, dependent on the VMware environment being protected, the configuration of
the backup infrastructure, and any specific data protection requirements a given VM may have. Best
practice recommendations for each transport mode are covered within the subsection where a given
transport mode is detailed.

d tzr noOc¢j{yjitm owomjt{z®6 w©otjstz jso nc~jz |{~i \
& Replication to automatically select the most efficient backuptransport mode by analyzing the backup
proxy configuration and the datastore.

cso {|it{zjw ojjtzr nTjtw{fo~ i{ zoje{~v y{no tp |
m{zu¢zmjt{z ©wtjs jso nO¢cij{yjitmtoeowbmytikPpwt jgRimme ® mj
modes. When enabled, this option increases the likelihood that successful backups will occur. This

option is enabled by default.

In order of backup efficiency, each transport mode is examined in greater detail in the subsequent

subsections. Comprehensive transport mode information, including requirements and limitations, is
JEjtwjlwo tz jso neoojy Pjmve¢e|] 1 ao|lwtmjijt{z d o~ U
document.
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Direct Storage Access / Direct NFS Access

Veeam
Backup Server

.
¢ Tintr >n > —_
i
Veeam Veeam
BackupProxy Backup
with NFS client Repository

Figure 11- Direct NFS access

The direct storage access method can function in SAN or Direct NFS transport modes. Direct NFS usés
applicable to VMware virtual disks residing onan NFS datastore such as a Tintrisystem. This transport
mode bypasses the ESXi host and reads or writes data directly from or to an NFS datastore. Veeam
Backup & Replication uses its native NFS client on a backup proxy foVM data transport. VM data travels
over a LAN connection and does not create a load on the ESXi host.

Using the direct NFS access transport mode with a Tintrsystem requires that the backup proxy have
read/write administrative access to the datastore.By default, a Veeam backup proxy has read/write
administrative access to the datastore.The backup proxy can be deployed on a physical or virtual
machine. In cases where the backup proxy is virtualized, it should use a VMXNET 3 network adaptor
type to connect with the Tintri system data IP subnet. Ideally, both the backup proxy and Tintrisystem
data IP will be configured on the same subnet.

Note that some Veeam Backup & Replication version 9.5 update 1 deployments may have experienced
high latency on VMs being backed up with the Direct NFS transport mode. Users are encouraged to
upgrade to Veeam Backup & Replication version 9.5 update 2 or higher to circumvent any high latency
challenges that may exist with earlier versions of the 9.5 release.

1 Usersexperiencing high latency conditions on VMs being backed up with the Direct NFS transport
mode are encouraged to upgrade to Veeam Backup & Replication version 9.5 update 2 or higher.

www.tintri.com 13



Virtual Appliance / HotAdd

Veeam
Backup Server

=

VMware “ VM snapshot
T
ESXi
Host VM disks .
| ESXi Host
e with | A 4
virtual |

_L ¢ b Veeam |

Backup |mmm—

Proxy Veeam
Backup
Repository

Figure 12- SCSI HotAdd

The virtual appliance mode uses VMware SCSI HotAddo attach disks from a backup snapshot to a
backup proxy. VM data flows through an ESXi host and is retrieved or written directly from or to the
datastore instead of going over the network.

Virtual appliance mode requires the backup proxy role to be deployed on a VM. The ESXi host on which
the backup proxy is deployed must have access to the Tintrisystem hosting the virtual disks of the VMs
being processed. Additionally, the backup server and backup proxy must have the latest version of
VMware tools installed.

When used with a Tintrisystem, the SCSI HotAdd transport mode may impact the performance of a
protected VM during the vSphere snapshot removal phase of a backup job. This issue may occur when a
guest VM and the proxy reside on different ESXi hosts During the snapshot removal phase of a backup
operation the VM may become unresponsive for approximately 30 seconds. Consider a deployment
where guest VMs being protected with the HotAdd transport mode are processed using a proxy server
residing on the same ESXi host.

Veeam Knowledge Base article 1681 discusses this issue and provides additional information on the
challenge, cause, and potential solutions. The article is available ahttps://www.veeam.com/kb1@1

VMware knowledge base article 2010953 also discusses the challenge and is available at
https://kb.vmware.com/selfservice/microsites/ssarch.do?language=en US&cmd=displayKC&externalld=2
010953.

The HotAdd transport mode connects VMDKSs to a proxy using a SCSI controller on a proxy server.
Multiple simultaneous backup operations may require more than a single SCSI controller on the proxy
server.

1 When using the SCSI HotAdd transport mode, use a backup proxy @ the same ESXi host as the VM or
VMs being protected.

1  When using the SCSI HotAdd transport mode,read Veeam KB 1681 and use the
nSzjlwobjyowWw{ {W{ijnn\{no6 y{no ®soz j||~{]~tjioX
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Network / NBD or NBDSSL

Veeam
Backup Server

|
M v fvmt omd
T

ESXi
Host

[ ¢ =

Tintri L]

o I

Veeam
Backup Proxy \B/ggﬁl%
Repository

Figure 13- Network block device

The network mode uses the VMware Network Block Device (NBD) protocol. VM data is retrieved from an
ESXi host over a LAN connection by a backup proxy and is written to the target backup repaository. The
advantage of the network transport mode is that it can be used with any VMware infrastructure
configuration. The network mode works best with a high bandwidth network connection. The use of 10
Gigabit Ethernetor faster network connections are recommended.

Additionally, it is important to understand that a given backup proxy will connect to an ESXi host lased
on DNS name resolution. It is possible to use a specific interface through the use of a hosts file.

The Veeam Help Center provides additional detail about the use of network mode (NBD) at
https://helpcenter.veeam.com/backup/80/bp_vsphere/bp 8 network mode.html.

I Use a 10 GbEor faster network connection with the NBD transport mode.

1 Reference the Veeam Help Center for additional detail about the use of network mode (NBD).

VMware Transport Mode Summary

Mode Data Path Advantages Limitations

Direct The backup proxy The data path bypasses Cannot be used for VMs
Storage copies VM data blocks  the ESXi host when that have one or more
Access directly from the NFS using a physical backup existing snapshots.

datastore over the LAN. proxy. Cannot be used with

The backup proxy can Generally faster when VMware tools

be deployed on a compared to other guiescence.
physical or virtual transport modes.
machine.

www.tintri.com 15
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Mode Data Path Advantages Limitations

Virtual VM disks are attached May provide better VMs may become

Appliance to the backup proxy and performance than the unresponsive during the
VM data is read from the network mode. shapshot removal phase
disks. of a backup in cases
The proxy must be where the packup proxy

and VM being protected

deployed on a VM i diff ¢ ESXi
running on an ESXi host LeSIt € on ditteren !
connected to the 0sIS.
datastore.

Network VM data blocks are The network block Potentially lower data

copied from production
storage through an ESXi
host and sent to a
backup proxy.

The backup proxy can
be deployed on any
machine in the storage
network.

device protocol can be
used with any
infrastructure
configuration.

Minimizes VM stunning
during the snapshot
removal phase of a
backup.

transfer speed over a
LAN.

Typically uses only 40%
of available VMKernel
interface bandwidth,
limiting aggregate data
transfer rates.

Table 3 - VMware transport mode summary

Veeam vPower

Veeam vPowertechnology enables a number of significant features including recovery verification,
instant VM recovery, Universal Applicatiorrltem Recovery (UAIR), and OnDemand Sandbox. An
overview of the technology is briefly presented here as a foundation for subseguent topics in this

section.

A key component of Veeam vPower technology is the vPower NFS Service, which runs on a Microsoft

Windows host as a Windows service.

cso
nSzjl wo

Service name:

Display name:

Description:

Path to executable:

Startup type

General LogOn Recovery

Veeam vPower NFS Service Properties (Local Computer)

Dependencies

‘eeamNFSSvc)

Veeam vPower NFS Service

Implements vPower NFS server that enables running
wirtual machines directly from backup files

"C:\Program Files (x86)\Veeam‘vPowerNF5\VeeamNF55vc exe"

Automatic v

Figure 14- Veeam vPower NFS service
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Edit Backup Repository X

Mount Server
} — Specify a server to mount backups to for file-level restores. vPower NFS service allows for running virtual machines directly from
| 1 backup files, enabling advanced functionality such as Instant VM Recovery, SureBackup and On-Demand Sandbox.

Name Mount server:
DPL-Veeam2 ttucs.tm.tintri.com (Created by DPL-VEEAMSERVER\Administrator at 8/18/2017 11:13 £ v
Type
Server Enable vPower NFS service on the mount server (recommended)
Specify vPower NFS write cache location on the mount server. Make sure the selected volume has

Repository enough free disk space available to store changed disk blocks of instantly recovered VMs,

S Folder: “ Browse...
Review

Figure 15- Backup repository - vPower NFS

An important element of the vPower NFS service is the vPower NFS write cache, which can be deployed
on a Tintri system. Deploying the vPower NFS write cache on a Tintreystem virtual disk enables the use
high performance Tintri storage to store changed disk blocks of an instantly recovered VM. The selected
folder must reside on a volume with at least 10 GB of free space.

Instant Recovery

Instant recovery can immediately restore a VM into a production environment by running it directly from
a backup file. Veeam vPower technology is used to mount a VM image to an ESXi host directly from a
backup file, even when the backup file is compressed and deduplicated. The backup image of the VM
remains in a readonly state. All changes that occur on theVMs virtual disk(s) are logged to auxiliary redo
logs residing on the NFS server.
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Instant Recovery X
Recovery
E: Please wait while VM recovery is performed.
=~’
=
Virtual Machine Log:
Message Duration
Ri Poi
etofe Eomst Starting VM DPL-V-Client1 recovery
Recovery Mode Connecting to host hgtm-c1-bl4.ttucs.tm.tintri.com 0:00:02
Checking if vPower NFS datastore is mounted on host 0:00:06
Restore Reason Locking backup file
Publishing VM 0:00:09
Ready to Apply Updating VM cenfiguration
Checking free disk space available to vPower NFS server.
Registering VM 0:00:08
Powering on VM 0:00:02

Updating session history
DPL-V-Client1 has been recovered successfully

Waiting for user to start migration

Figure 16- Instant recovery

During the instant recovery process, the backup file is mounted as a datastore.Iln the example provided
below, the datastore is displayed within the vSphere datastore browser.
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Figure 17- Instant recovery datastore

At the point where instant recovery has completed, the vPower NFS write cache storage on the backup
repository becomes populated. In the example provided below, the vPower NFS write cache is displayed
within the Windows file explorer.

Figure 18- vPower NFS write cache

cso eoojy n ¢tmv \Vtr~jjijt{z ft"j~n6 .tQuickMigratbn ¢ o0 n
registers the VM on the target host, restores the VM contents from the backup filelocated on the backup
repository and synchronizes the VM restored from backup with the running VM.After the recovered VM
has been relocated to a production datastore, the VM backup image is dismounted and the vPower NFS
write cache is vacated.

SureBackup

SureBackup recovery verification provides the ability to perform test recoveries from backups. It is
comprised of components that are detailed in the subsequent subsections.

Note that SureBackup is available with the Enterprise and Enterprise Plus editions of Veeam Backup &
Replication. When using the standard edition, users can perform manual recovery verification in
conjunction with Instant VM Recovery.

Application Group

An application group defines the virtual machine(s) running a production application and any services the
production application may be dependent on. The group typically contains at least a domain controller,
DNS server and DHCP server. The application group includes configurable settings that define what
verification tests will be performed when a SureBackup job 5 executed within a virtual lab:

9 The role of each VM; DNS Server, Domain Controller, Global Catalog, Mail Server, SQL Server, or
Web Server.
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